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Abstract—Rehabilitation and elderly monitoring for active ageing can benefit from Internet of Things (IoT) capabilities in particular for in-home treatments. In this paper we consider two functions useful for such treatments: Activity Recognition (AR) and Movement Recognition (MR). The former is aimed at detecting if a patient is idle, still, walking, running, going up/down the stairs or cycling; the latter individuates specific movements often required for physical rehabilitation such as arm circles, arm presses, arm twist, curls, seaweed and shoulder rolls. Smartphones are the reference platforms being equipped with an accelerometer sensor and elements of the IoT. The work surveys and compares accelerometer signals classification methods to enable IoT for the aforementioned functions. The considered methods are Support Vector Machines (SVMs), Decision Trees (DTs) and Dynamic Time Warping (DTW). A comparison of the methods has been proposed to highlight their performance: all the techniques have good recognition accuracies and, among them, the SVM-based approaches show an accuracy above 90% in the case of AR and above 99% in the case of MR.
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I. INTRODUCTION

PHYSICAL medicine and rehabilitation (PMR), also called physiatry, is the branch of medicine emphasizing the prevention, diagnosis, and treatment of nerves, muscles, bones and brain disorders that may produce temporary or permanent impairment. Rehabilitation physicians (physiatrists) treat injuries or illnesses that affect how you move, with the aim of enhancing performance. A very important kind of PMR concerns the physical therapy for elderly people. When it comes to care for senior citizens, in-home physical therapy is one of the best options for many individuals and families. One of the most obvious benefits of in-home therapy is convenience. It can be difficult for seniors with physical conditions to travel to and from a therapists office to receive care. In-home therapy makes possible to receive professional care in the comfort of the home, allowing them to use all your energy for healing, not making travel arrangements. Moreover, outpatient physical therapy can be stressful, and offices are often noisy and crowded. In-home therapy enables to focus on each patient for longer and many patients feel that the quality of care they receive is superior: performing exercises in a stress-free environment can be more focused and intensive.

The major drawback of physical therapy for seniors at home is that it is generally more expensive than outpatient care: therapy centres must reimburse their therapists for travel time and fuel costs, the cost of hiring goes up considerably and it is, naturally, transferred to patients. Fortunately, the field of home health technology is growing steadily: improved technologies will expand the options people have for in-home care. Current Information and Communications Technologies (ICTs) and, in particular, signal processing solutions may help the diffusion of in-home PMR therapy at affordable costs [1].

A person-centred modern tele-monitoring platform for PMR may be structured into four essential elements: 1) people who need rehabilitation (regarding, for example, motion and activity); 2) sensors/devices/systems measuring physical quantities, motion, and activities; 3) hubs, which collect the measurements and send them to the final destinations through telecommunication networks: they may be personal computers, laptops, and smartphones; 4) final destinations, physiatrists and other health care providers, disease management services, and family care givers.

The Internet of Things (IoT) surely offers the opportunity to implement the described platform but some specific functions must be added to make the IoT more “intelligent”. Some examples of these functions can be found in the literature in [2], [3] and [4]. In the mentioned tele-monitoring platforms, smartphones can play an important role: the idea carried on in this paper, as in [5] and [6], is to give smartphone a new additional role: not only hub but ”hub+sensor+processor”. The idea of having a “hub+sensor” capability is widely applied [5]: sensor technologies combined with mobile communications can be used to track various health measurements for patients. Among the long list of sensors incorporated into smartphones and used for PMR monitoring there is the accelerometer that can be used to register different movements.

This paper is focused on the processing function of the smartphones and surveys accelerometer signal classification approaches, compared among each other, to perform the recognition of specific movements often required in rehabilitation protocols for both lower and upper limbs. We assume that the smartphone is with the patient (e.g., in his pocket) when monitoring typical activity related to the lower limbs (i.e., walking, running, cycling) and it is hold in the hand when an upper limb movement is performed during rehabilitation. The approaches are suited to be implemented on a smartphone being equipped with a triaxial, piezoresistive accelerometer...
that measures the acceleration values on the three Cartesian axes. Indeed, four Android-based smartphones have been employed in this paper to collect accelerometer signal samples, for training and testing phases and to carry out the proposed performance comparisons. The accelerometer signal classification algorithms implemented over smartphones also allow avoiding the employment of specific equipment for a set of simple physical exercises often required to patients, in particular to elderly people.

The paper is organized as follows: Section II surveys the available signal classification solutions in the literature to extract movement information from the accelerometer signals. Section III presents the considered activity and movement recognition functions and the preliminary analytical definitions are provided in Section IV. The different algorithms applied in this paper are detailed in Sections V, VI and VII. Section VIII focuses on performance comparison among the presented approach in terms of accuracy. Finally, conclusions are drawn.

II. RELATED WORK

Evaluating and tracking the daily activity of a patient is crucial for monitoring different type of patients and in recent years, the use of smartphones for home-care has gathered great interest [7]. An accelerometer-based activity detector has been used for patients undergoing pulmonary rehabilitation [8] and [9] proposed the use of a smartphone application that suggests respiration exercises, in which patients are supported remotely, and gives automatic feedback during the exercise.

The smartphone has been proved helpful for cardiac rehabilitation in postmyocardial infarction patients [10] and for monitoring and tracking progresses of heart-failure patients [5]. The accelerometer sensor has been often used to monitor patients: a step counter has been used to evaluate the daily activity of the patients [11].

Many works aim to classify the activity of the patient, by processing the accelerometer signal. Some of these works use ad hoc devices attached to the user body [12], but most of them exploit the in-built accelerometer of the smartphones [13]. All activity recognition algorithms require the use of machine learning solution: they extract features that represent the activity and they train a classifier with them. Many works have extracted features in the time or frequency domains and low-pass filtering is commonly used to separate the dc and ac components of an accelerometer signal [14]. Common features are mean of dc [12], [15], mean of the rectified ac signal [15], mean and standard deviation [16], [17], median and 25th and 75th percentile of a window [17], spectral energy [12], [18], entropy and correlation between axes [12]. Several works have exploited feature extracted on the wavelet transformed domain [19], [20].

Among all the possible classifiers, the most used are Artificial Neural Networks [21], [22], Naive Bayes [23], Decision Tree [23], [24], [13], k-Nearest Neighbours [24], [13], Neuro-Fuzzy [25], and Hidden Markov Model [26], [27]. [28] proposes a comparison between classifiers (Decision Tree, Bayesian Network, Naive Bayes and K-Nearest Neighbours) for activity recognition. The results of this reference show that it is possible to classify simple activities, such as walking, standing, sitting, walking up and down the stairs, with good accuracy. On the other hand, recognizing arm movements have become very attractive for detecting gestures and interact with consumer electronics and smartphones. With the recent diffusion of smartphones, many works have been proposed to detect gestures by using a hand-held device. The detection of gestures have been performed by exploiting different classifiers, such as Hidden Markov Models [29], [30] and Support Vector Machines [30].

These methods require an extensive training phase to be effective. To overcome this problem works based on Dynamic Time Warping (DTW) have been proposed [31]. DTW was originally developed for speech recognition applications [32] but it has also been applied in many other fields such as economics [33], chemistry [34] or biology [35]. It has also been widely applied to motion detection [36], [37].

III. RECOGNITION FUNCTIONS

A. Activity Recognition

The Activity Recognition (AR) algorithm is based on processing and classification of signals provided by the smartphone-embedded accelerometer. AR is aimed at recognizing six different classes of physical activities:

1) **Idle (I):** this class recognizes if the patient has abandoned the smartphone.
2) **Still (STI):** represents the case in which the patient is in a no-movement condition (e.g., he is sitting or standing).
3) **Walking (W):** it is referred to the case in which the patient is walking (also on a treadmill).
4) **Running (R):** similarly to the W class, it represent the case in which the patient is running (again, also on a treadmill).
5) **Stairs (STA):** going up or down the stairs.
6) **Cycling (C):** this class concerns the case where a patient is cycling by using either a bike or an exercise bike, indifferently.

The acquisition of training data for the activity recognition algorithm has been performed by keeping the smartphone in four different positions: i) facing toward the user; ii) toward the opposite side; and on the smartphone orientation: iii) pointing up and iv) pointing down [5].

B. Movement Recognition

The smartphone can also be used to check if the patient is performing one of the six movements, taken from [38], reported below. This function is called Movement Recognition (MR).

1) **Arm circles (AC):** the patient is standing, his arms are lifted straight out to his sides at shoulder height. The patient starts moving his arms in a circular pattern (forward or backward, indifferently) with palms facing down.
2) **Arm presses (AP):** the patient is standing with his arms along the body, his palms are facing behind him. He pushes his arms as back as he can and then he gets back to the starting position.
3) Arm twist (AT): the patient is standing, his arms are lifted straight out to his sides at shoulder height. The patient starts extending and twisting his arms. His palms move accordingly.

4) Curls (C): the patient is standing, his elbows are lifted out to his sides at shoulder height, his hands are in front of his chest, palms down. The patient, without moving his elbows, draws a circle with his hands on the vertical plane, once he reaches the starting position he draws a circle backwards, getting back again to the starting position.

5) Seaweed (SW): the patient is standing, his elbows are lifted out to his sides at shoulder height, his hands are in front of his chest, palms down. The patient moves his hands crossing them in front of his face and gets back to the starting position.

6) Shoulder rolls (SR): the patient is standing with his arms along the body, his palms are facing the patient body. The patient starts rolling his shoulders (forward or backward, indifferently) without flexing his arms or changing the hand orientation.

IV. PRELIMINARY DEFINITIONS

In this section we report the notation and the preliminary definitions that we use throughout the paper. For sake of readability they have also been summarized in Table I.

We denote \( f \) as the index of a frame containing \( N \) three-axis accelerometer samples \( s_{f,n} \), which is the \( n \)-th sample, \( n \in [1, N] \), of the \( j \)-th axis, \( j \in \{x, y, z\} \) for the \( f \)-th frame. In the remaining of the paper, when it is not strictly necessary to distinguish among the three axes components, we omit the axis index \( j \). Consequently, the accelerometer sample containing the three axis components \( \{s_{f,n,x}, s_{f,n,y}, s_{f,n,z}\} \) is denoted with \( s_{f,n} \).

The employed features for each \( j \)-th axis are: \( i \) mean \( (\mu_{f,j}^i) \), \( ii \) standard deviation \( (\sigma_{f,j}^i) \), and \( iii \) number of peaks \( (P_{f,j}^i) \). Being well-known the formulae for \( \mu_{f,j}^i \) and \( \sigma_{f,j}^i \), we only report the definition of \( P_{f,j}^i \):

\[
P_{f,j}^i = \sum_{n} \rho_{f,j,n}^i
\]

\[
\rho_{f,j,n}^i = \begin{cases} 
1, & \text{if } (s_{f,j,n+1}^i - s_{f,j,n}^i)(s_{f,j,n}^i - s_{f,j,n-1}^i) < 0, \|s_{f,j,n}^i\| \geq \epsilon \\
0, & \text{otherwise}
\end{cases}
\]  

(1)

The quantity \( \epsilon \) is a threshold employed to define a signal peak, empirically set to \( \epsilon = 0.75 \) by means of practical trials.

Furthermore, a kinetic indicator \( K^i \), originally introduced in [39] and reported in Eq. (3), has been used. Such feature is, in practice, an indicator related to the energy of the accelerometer frame.

Let \( i \in \{AR, MR\} \) be the recognition function label index, for the \( f \)-th frame we define \( X_{f,i}^j \) as the vector of the features defined above and \( Y_{f,i}^j \) as the vector containing all the classes of the \( i \)-th function:

\[
Y_{f,i}^{AR} = \{I, STI, W, R, STA, C\}
\]

\[
Y_{f,i}^{MR} = \{AC, AP, AT, C, SW, SR\}
\]  

(2)

Let \( |Y_{f,i}^j| \) be the total number of classes for each vector \( i \) and \( h \in [1, |Y_{f,i}^j|] \) be the classes’ index, \( Y_{h}^j \) is the \( h \)-th class of the \( i \)-th recognition function. Given the quantities \( Y_{f,i}^j \in Y_{f,i}^j \) and \( F^i \), which are the class corresponding to the vector \( X_{f,i}^j \) and the number of frame employed for the \( i \)-th recognition function, respectively, the association \( (X_{f,i}^j, Y_{f,i}^j), \forall f \in [1, F^i] \) is called observation. It represents the output of the \( i \)-th recognition function.

To lighten the notation, from hereafter we omit the index \( i \) from the equations: every time a quantity defined above will appear without the index \( i \), it must be considered as belonging to \( AR \) or \( MR \), indifferently.

### TABLE I: The employed notation.

<table>
<thead>
<tr>
<th>Number</th>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f )</td>
<td>Sample index. Number of accelerometer sample within a frame.</td>
<td></td>
</tr>
<tr>
<td>( f,n )</td>
<td>Axis index.</td>
<td></td>
</tr>
<tr>
<td>( f,i )</td>
<td>Recognition function label index.</td>
<td></td>
</tr>
<tr>
<td>( s_{f,n} )</td>
<td>( n )-th accelerometer sample of the ( j )-th axis for the ( f )-th frame.</td>
<td></td>
</tr>
<tr>
<td>( \mu_{f,j}^i )</td>
<td>Accelerometer mean for the ( j )-th axis for the ( f )-th frame.</td>
<td></td>
</tr>
<tr>
<td>( \sigma_{f,j}^i )</td>
<td>Accelerator standard deviation for the ( j )-th axis for the ( f )-th frame.</td>
<td></td>
</tr>
<tr>
<td>( P_{f,j}^i )</td>
<td>Number of peaks for the ( j )-th axis and for the ( f )-th frame.</td>
<td></td>
</tr>
<tr>
<td>( K_f )</td>
<td>Kinetic indicator for the ( f )-th frame.</td>
<td></td>
</tr>
<tr>
<td>( X_{f,i}^j )</td>
<td>Feature vector for the ( f )-th frame and the ( i )-th recognition function.</td>
<td></td>
</tr>
<tr>
<td>( Y_{f,i}^j )</td>
<td>Class vector for the ( f )-th frame and the ( i )-th recognition function.</td>
<td></td>
</tr>
<tr>
<td>( Y_{f,i}^{AR} )</td>
<td>Class vector for the ( f )-th frame and the AR recognition function.</td>
<td></td>
</tr>
<tr>
<td>( Y_{f,i}^{MR} )</td>
<td>Class vector for the ( f )-th frame and the MR recognition function.</td>
<td></td>
</tr>
<tr>
<td>( N_f )</td>
<td>Number of classes of the ( f )-th frame and the ( i )-th recognition function.</td>
<td></td>
</tr>
<tr>
<td>( Y_f )</td>
<td>Numeric binary label associated to the semantic label ( Y_f ).</td>
<td></td>
</tr>
<tr>
<td>( F^i )</td>
<td>Number of frame employed for the ( i )-th recognition function.</td>
<td></td>
</tr>
</tbody>
</table>

V. SUPPORT VECTOR MACHINES

The first classifiers considered in this work are Support Vector Machines (SVMs). They map inputs into a higher-dimensional feature space and then separate classes with a hyperplane. In the literature, together with Decision Tree (DT) and Dynamic Time Warping (DTW), SVM is one of the most employed classifier for activity and movement recognition. In this section, the SVM analytical model is detailed for both the AR and the MR.

As reported in [40], the most common approaches through which the SVM classifier can be employed are two: \( i \) One-Against-All (OAA) and \( ii \) One-Against-One (OAO). In this paper both of them have been tested and the provided results are shown in the related section.

A. One-Against-All (OAA)

The One-Against-All (OAA) method builds \( S_{OAA} = |Y| \) SVM models, one for each \( Y_h \) class of the considered recognition function. The single SVM for the \( Y_h \)-th class is trained by employing all the feature vectors of a given training set belonging to the \( Y_h \) class with positive labels and all the other feature vectors belonging the the other classes with negative labels [40].
Starting from the accelerometer signals of the training set, the single SVM, built for the class $Y_h$, can be obtained by computing the aforementioned hyperplane that can be expressed as a function of its orthogonal vector $w$ that can be obtained from the Lagrangian Multipliers computed by solving the problem below.

$$
\text{SVM}^{OAA}_{Y_h,Y_k} : \min \Gamma(\lambda) = \frac{1}{2} \sum_{f_1=1}^{F} \sum_{f_2=1}^{F} \hat{Y}_{f_1} \hat{Y}_{f_2} \cdot \phi(X_{f_1},X_{f_2}) \lambda_{f_1} \lambda_{f_2} + \sum_{f_1=1}^{F} \lambda_{f_1},
$$

where $\lambda = \{\lambda_{Y_1},\ldots,\lambda_{Y_{|Y|}}\}$ represents the Lagrangian Multipliers vector for $Y$ previously mentioned and the quantity $C$ ($C > 0$) is the Complexity constant [41].

The scalars $\hat{Y}_f \in [-1,1]$ are the numeric binary labels associated to the semantic labels $Y_f$ of the feature vectors $X_f$. Obviously, in this phase, the feature vector is referred to a training set of accelerometer signals acquired and suitably labelled a priori. They are defined as:

$$
\hat{Y}_f = \begin{cases} 1, & \text{if } Y_f \equiv Y_h \\ -1, & \text{otherwise} \end{cases}
$$

Eq. (4) represents a non-linear SVM. It contains the function $\phi(X_{f_1},X_{f_2})$ which is the Radial Basis Function (RBF) or Gaussian Kernel in this paper:

$$
\phi(X_{f_1},X_{f_2}) = e^{-\gamma||X_{f_1}-X_{f_2}||^2}, \gamma > 0
$$

where the quantity $\gamma$ is a RBF Kernel parameter [41].

The problem (one for each class $Y_h$, $h \in [1,|Y|]$) in Eq. (4) is solved with the Sequential Minimal Optimization (SMO) by following the guidelines reported in [42] and the relative library available in [43].

### B. One-Against-One (OAO)

The One-Against-One (OAO) method relies on constructing classifiers where each one is trained by using data from two classes. Differently from the OAA approach, the OAO method aims at training different SVMs by using combinations (i.e., the order of selection does not matter) of all the classes $|Y|$ in groups of two. This leads to obtain $S_{OAO} = \binom{|Y|}{2}$ different SVMs. Each single SVM can be expressed as:

$$
\text{SVM}^{OAO}_{Y_h,Y_k} : \min \Gamma(\lambda) = \frac{1}{2} \sum_{f_1=1}^{F} \sum_{f_2=1}^{F} \hat{Y}_{f_1} \hat{Y}_{f_2} \cdot \phi(X_{f_1},X_{f_2}) \lambda_{f_1} \lambda_{f_2} + \sum_{f_1=1}^{F} \lambda_{f_1}, \text{ for } h \neq k
$$

This time the number of considered frames is $F_h + F_k$ where $F_h$ and $F_k$ are the number of frames belonging to the $h$-th and $k$-th classes, respectively. The numeric binary labels $\hat{Y}_f$ are computed as follow:

$$
\hat{Y}_f = \begin{cases} 1, & \text{if } Y_f \equiv Y_h \\ -1, & \text{if } Y_f \equiv Y_k \end{cases}
$$

Again, SVMs are trained as in [43].

### C. Decision Rules

Remembering that $F$ is the number frames (and feature vectors) that compose the accelerometer signal acquired by the patient’s smartphone and defining $|X_f|$ as the number of features for each frame, the $F \times |X_f|$ matrix $\omega$, containing all the feature vectors is:

$$
\omega = \begin{bmatrix} X_1 \\ \vdots \\ X_F \end{bmatrix}
$$

Every time that an accelerometer signal must be classified, the SVM outputs a $2 \times 2$ matrix $\Omega(\omega)$, called Probability Matrix (PM), independently of the approach considered (OAA rather than OAO).

Each element $\Omega_{ft}$ with $f \in [1,F]$ and $t \in [1,2]$ of this matrix is the the a-posteriori probability of the f-th feature vector $X_f$ to belong to the t-th class, as reported in Eq.(10).

$$
\Omega(\omega) = \begin{bmatrix} Pr(\hat{Y}_f = 1|X_f) & Pr(\hat{Y}_f = -1|X_f) \\ \vdots & \vdots \\ Pr(\hat{Y}_F = 1|X_F) & Pr(\hat{Y}_F = -1|X_F) \end{bmatrix}
$$

1) **OAA Decision Rule**: Denoting with $\Omega^h(\omega)$ the PM associated to the SVM of the $h$-th class $Y_h$ and $\Omega^h_{ft}$ its element (see Eq.(4)), the decision rule for the OAA approach, providing the index $h^*$ of the predicted class $Y_{h^*} \in Y$, is the following:
 signals whose \( x \)-th feature has a value below (or equal) the threshold \( \delta \). Vice versa, the signals having the \( x \)-th feature above \( \delta \) belongs to the subset \( \omega_{right}(\theta) \).

The split \( \theta \) must be carefully chosen by selecting a proper criterion that allows deciding which \( x \)-th feature must be used and with which threshold \( \delta \). It can be done by defining the so called purity function \( G(\theta) \) that represents a measure of how well the classes are separated (see [44] for details).

\[
G(\theta) = \frac{\left| \omega_{left} \right|}{\left| \omega_{left} \right| + \left| \omega_{right} \right|} \cdot H_{left}(\theta) + \frac{\left| \omega_{right} \right|}{\left| \omega_{left} \right| + \left| \omega_{right} \right|} \cdot H_{right}(\theta)
\]

\( H_{left}(\theta) \) is called left-entropy function:

\[
H_{left}(\theta) = \sum_{h=1}^{\left| Y \right|} \frac{\omega^h_{left}(\theta)}{\left| \omega_{left}(\theta) \right|} \log_2 \frac{\omega^h_{left}(\theta)}{\left| \omega_{left}(\theta) \right|}
\]

where \( \omega^h_{left}(\theta) \) is the number of element of the set \( \omega_{left}(\theta) \) belonging to the \( h \)-th class of the vector \( Y \). Equivalently, \( H_{right}(\theta) \) is called right-entropy function where, obviously, \( \omega^h_{right}(\theta) \) is the number of element of the set \( \omega_{right}(\theta) \) belonging to the \( h \)-th class of the vector \( Y \):

\[
H_{right}(\theta) = \sum_{h=1}^{\left| Y \right|} \frac{\omega^h_{right}(\theta)}{\left| \omega_{right}(\theta) \right|} \log_2 \frac{\omega^h_{right}(\theta)}{\left| \omega_{right}(\theta) \right|}
\]

High values of \( G(\theta) \) represent a bad separation between the classes while low values mean that the split is able to properly separate the classes. The metric for deciding the best split is the Information Gain, defined as:

\[
IG(\theta) = H - G(\theta)
\]

where \( H \) is the entropy before the split and is defined as:

\[
H = \sum_{h=1}^{\left| Y \right|} \frac{\omega^h}{\left| \omega \right|} \log_2 \frac{\omega^h}{\left| \omega \right|}
\]
on-line pruning of the DT [45].

Finally, once the DT has been induced, starting from the training set, some leaf can be pruned (post-pruning) to reduce the size of the DT (i.e., the number of nodes) to avoid unnecessary complexity. This final pruning is carried out by pruning nodes whose cancellation does not significantly impact the overall classification error. The parameter used to tune the post-pruning is the Confidence Factor: lowering the Confidence Factor decreases the amount of post-pruning. In this work we limit the amount of pruning and we set the Confidence Factor equal to 0.01, as reported in the performance comparison.

VII. DYNAMIC TIME WARping

Differently from the previous considered approaches, all based on features extracted from the accelerometer signals, the Dynamic Time Warping (DTW) [46] is a technique that finds an optimal alignment between two sequences (i.e., the accelerometer signals samples). It does not uses features to classify signals but finds a non linear mapping between two signals and retrieves a distance measure. It is worth noticing that in the case of DTW the signal samples are not referred to a frame but to the entire signal.

A. DTW Description

We denote with \( S^A = \{s^A_1, ..., s^A_n, ..., s^A_N\} \) and \( S^B = \{s^B_1, ..., s^B_m, ..., s^B_M\} \) the two signals to be compared, with \( n \in [1, N] \) and \( m \in [1, M] \).

To compare two values \( s^A_n \) and \( s^B_m \), a the DTW algorithm needs a local cost function \( c(s^A_n, s^B_m) \) that, given two triplets of accelerometric signal \( s^A_n \) and \( s^B_m \), retrieves a positive number that is small if \( s^A_n \) and \( s^B_m \) are similar and is large otherwise.

In our implementation the cost function is chosen to be the 2-norm of the difference between \( s^A_n \) and \( s^B_m \), as reported in Eq. (19).

\[
c(s^A_n, s^B_m) = \| s^A_n - s^B_m \|_2
\]

(19)

The cost measure \( c(s^A_n, s^B_m) \) is symmetric, so \( c(s^A_n, s^B_m) = c(s^B_m, s^A_n) \). Computing the local costs for each pair of elements of \( S^A \) and \( S^B \), the \( N \times M \) elements of the cost matrix \( C \) is obtained as in Eq. (20).

\[
C_{n,m} = c(s^A_n, s^B_m), \quad \forall n \in [1, N], \forall m \in [1, M]
\]

(20)

A warping path, within the matrix \( C \), can be defined as \( P = (p_1, ..., p_t, ..., p_L) \), where \( L \) is the total path length and \( p_l = (n_l, m_l) \) for \( l \in [1, L] \) is the \( l \)-th pair of indexes \((n, m)\) of the matrix \( C \). Such warping path must satisfy the following three conditions:

1) Boundary conditions:
   - \( p_1 = (1, 1) \) and \( p_L = (N, M) \).
2) Continuity:
   - \( p_l - p_{l-1} \in \{(0, 1), (1, 0), (1, 1)\}, \forall l \in [2, L] \). This limits the step size.
3) Monotonicity:
   - \( n_1 \leq n_2 \leq ... \leq n_N \) and \( m_1 \leq m_2 \leq ... \leq m_M \). This forces the points in \( P \) to be monotonically spaced in time.

The goal of the considered technique is to find the optimal warping path \( P^* \) between \( S^A \) and \( S^B \) having the minimal overall cost among all the possible paths. The cost of the warping path is defined as:

\[
Cost_P(S^A, S^B) = \sum_{i=1}^{L} c(s^A_{n_i}, s^B_{m_i})
\]

(21)

The DTW distance between the two sequences \( S^A \) and \( S^B \) is defined as the overall cost of the optimal path \( P^* \):

\[
DTW(S^A, S^B) = Cost_{P^*}(S^A, S^B)
\]

(22)

B. DTW Implementation

To find the optimal path \( P^* \) the brute force approach is often impractical. It would mean to test every possible warping path between \( S^A \) and \( S^B \), and would have a computational complexity that is exponential with respect to the number of samples of the two compared accelerometer signals, \( N \) and \( M \). For this reason, in this paper an algorithm based on dynamic programming has been used, coherently with the literature [46], to compute the DTW distance. The algorithm uses the so called accumulated cost matrix \( D \) that is defined as follows:

\[
D_{a,b} = DTW(S^A, S^B), \quad a \in [1, N], b \in [1, M]
\]

(23)

Starting with \( D_{0,0} = 0 \), \( D_{a,b} \) can be computed iteratively:

\[
D_{a+1,b+1} = \min(D_{a+1,b} + 1, D_{a,b+1} + 1, D_{a,b} + c(s^A_{a+1}, s^B_{b+1}))
\]

(24)

A local constraint is added to limit the search for the match between \( S^A \) and \( S^B \):

\[
|a - b| \leq W
\]

(25)

The value of \( W \) is a parameter of the algorithm. It has been set, after some trials, equal to 50 as reported in the next section. It is finally worth noting that DTW algorithm is robust with respect to the length of sequences: DTW distance does not significantly change if \( N \) and \( M \) have not the same value.

C. Decision Rule

To apply the DTW technique to the activity/movement classification task, a decision rule to select the appropriate class is needed. In this paper, the following rule has been implemented and employed. For each class belonging to the class set \( Y \) a Reference Signal (RS) is chosen. The RS, denoted with \( R^h = \{r^h_1, ..., r^h_n, ..., r^h_N\}, n \in [1, N], \) is the RS for the class \( Y \) and it is used for comparison.

When an unlabelled accelerometer signal, denoted with \( U = \{u_1, ..., u_m, ..., u_M\}, m \in [1, M] \) is classified, the employed decision rule is based on the comparison of \( U \) with all the RSs by measuring the DTW distances between them. The decision (i.e., the selected activity/movement class) \( h^* \) is the class whose RS is DTW-closer to \( U \):

\[
h^* = \arg \min_h (R^h, U)
\]

(26)
TABLE II: High-level comparison of the algorithms employed in this paper with other solutions

<table>
<thead>
<tr>
<th>Recognized Movements</th>
<th>Involved Body Part</th>
<th>Ad-hoc sensor needed</th>
<th>Additional HW</th>
<th>Accuracy</th>
<th>Easiness of use</th>
</tr>
</thead>
<tbody>
<tr>
<td>[3]</td>
<td>Rehabilitative / Daily</td>
<td>X</td>
<td>X</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>[12]</td>
<td>Daily</td>
<td>X</td>
<td>X</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>[13]</td>
<td>Daily</td>
<td>X</td>
<td>X</td>
<td>Yes</td>
<td>None</td>
</tr>
<tr>
<td>[14]</td>
<td>Daily</td>
<td>X</td>
<td>X</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>[17]</td>
<td>Daily</td>
<td>X</td>
<td>X</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>[21]</td>
<td>Daily</td>
<td>X</td>
<td>X</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>[22]</td>
<td>Rehabilitative / Daily</td>
<td>X</td>
<td>X</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>[25]</td>
<td>Daily</td>
<td>X</td>
<td>X</td>
<td>Yes</td>
<td>None</td>
</tr>
<tr>
<td>[31]</td>
<td>Gesture</td>
<td>X</td>
<td>X</td>
<td>Yes</td>
<td>None</td>
</tr>
<tr>
<td><strong>Our paper</strong></td>
<td>Rehabilitative / Daily</td>
<td>X</td>
<td>X</td>
<td>None</td>
<td>None</td>
</tr>
</tbody>
</table>

VIII. PERFORMANCE COMPARISON

The set of accelerometer signals employed in this paper for the comparison of the surveyed techniques has been acquired by using three different smartphones: i) Samsung Galaxy S4, ii) Samsung Galaxy Note 3 and iii) Nexus 5. An ad-hoc Android application has been developed and installed over the considered mobile devices so to acquire signals. It is important pointing out that the conducted analysis does not depend on the particular smartphones used since changing the reference mobile device does not influence the performance of the proposed solutions. The employed smartphones integrate a triaxial, piezoresistive accelerometer that measures the acceleration values on the three Cartesian axes in $\text{[m/s}^2\text{]}$. The collected raw measurements (one for each Cartesian axis: $x$, $y$, $z$) have been stored and employed for the performance comparison detailed below. When the evaluated approach requires the framing of the signals, the frame duration has been set equal to 4 s. For the Activity Recognition (AR) case a set of about 14 hours has been employed. Acquisitions were performed by 8 users who kept the smartphones in four different positions and orientations: a) facing towards the user, b) towards the opposite side, c) pointing up, d) pointing down. For the Movement Recognition (MR) case the employed set consists of about 1500 accelerometer signals (corresponding to about 2 hours). Such signals have been acquired by 6 users who have kept the smartphones in their right hand when they performed the movements, independently of the devices orientation. The whole database (AR and MR), already exported in Matlab environment, is downloadable [47] and available for possible further experiments and comparisons of the surveyed approaches or other possible alternatives.

A. Comparison with other solutions

Table II shows an high-level comparison of the algorithms employed in this paper with other solutions present in the literature. For sake of readability, the first column of the table reports the typology of movements simply divided into two categories: i) rehabilitative, if the movements are aimed at recover a patent’s injury or ii) daily, if they aim at understand which kind of activity a user is performing during the day. State of the art solutions are further divided among those who monitor lower limbs movements, upper limbs movements or both of them. In addition some algorithms require ad-hoc sensors (wearable or specifically built) or additional hardware (to complete the system they propose). Finally, the accuracy and the easiness of use are considered.

As Table II highlights, many state of the art solutions involved lower limbs movements recognitions. Almost all of them employ ad-hoc sensors and many of them require addition hardware (such as laptop PC). The accuracy is often high as well as the easiness of use. Differently from the other approaches the proposed paper is able to monitor both lower and upper limb movements, both for rehabilitative and daily aims, without the need of ad-hoc sensors rather than additional hardware since only an off-the-shelf smartphone is required. Furthermore, our work reaches very high accuracy keeping the easiness of use very high.

B. Activity Recognition

1) AR with SVM: the two SVM approaches, OAA and OAO, have been tested. Both the approaches employ SVMs that have been trained by using around 10 minutes of accelerometer signals for each considered class. The experiments have been performed with signals not used in the training phase. In more detail, a 10-fold cross-validation approach has been employed for both, OAA and OAO, SVMs.

a) SVM-OAA: the results of the One-Against-All (OAA) approach are shown in the Confusion Matrix (CM) reported in Table III where rows represent the actual class while columns represent the output of the considered classifier. The elements of the CM are the percentages of frames of the class indicated in a row classified as frames belonging the class indicated in the columns. The overall accuracy, i.e., the average of the classification accuracies reported in the CM diagonal, is 75%. The SVM parameters have been reported in caption of the table.

| TABLE III: AR Confusion Matrix for the SVM-OAA case. |
|---|---|---|---|---|---|---|
| C = 1, $\gamma = 0.1$. Overall Accuracy: 75%.

b) SVM-OAO: the numerical results yielded by the One-Against-All (OAO) approach are shown in the CM reported in Table IV. Again the table’s caption reports the values of
the SVM parameters. The SVM-OAO exhibits a good overall accuracy, above 90%.

**TABLE IV: AR Confusion Matrix for the SVM-OAO case.**

<table>
<thead>
<tr>
<th></th>
<th>I</th>
<th>STI</th>
<th>W</th>
<th>R</th>
<th>STA</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STI</td>
<td>9</td>
<td>91</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>W</td>
<td>0</td>
<td>54</td>
<td>5</td>
<td>34</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>0</td>
<td>1</td>
<td>98</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>STA</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>89</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>0</td>
<td>15</td>
<td>1</td>
<td>12</td>
<td>72</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE V: AR Confusion Matrix for the C4.5 DT.**

<table>
<thead>
<tr>
<th></th>
<th>I</th>
<th>STI</th>
<th>W</th>
<th>R</th>
<th>STA</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>99</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STI</td>
<td>9</td>
<td>91</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>W</td>
<td>0</td>
<td>54</td>
<td>5</td>
<td>34</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>0</td>
<td>1</td>
<td>98</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>STA</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>89</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>0</td>
<td>15</td>
<td>1</td>
<td>12</td>
<td>72</td>
<td></td>
</tr>
</tbody>
</table>

2) **DT-C4.5:** in the same way of the SVM cases, C4.5 DT has been trained by using features extracted from 10 minutes of accelerometer signals for each class of movement. Again, in order to fairly test this classifier with respect to the other, a 10-fold cross validation has been employed. The results are reported in Table V where the salient parameters of the DT employed have been reported. In particular, the C4.5 training approach is ruled by 2 parameters: the ConfidenceFactor and the MinNumberObj per leaf. As already mentioned previously, the former is a pruning-related parameter while the latter is a parameter related to the minimum number of instances a leaf must classify to be considered as so. After a tuning phase the ConfidenceFactor has been set to 0.01 and the MinNumberObj per leaf has been set to the 5% of the total number of instances. Compared to the SVM-OAO case, C4.5 DT provides lower accuracy.

3) **DTW:** for each class one signal of the acquired set has been set as RS while the remaining instances are used for classification (i.e., it has not been used the 10-fold approach). The results of the classification are summarized in the CM reported in Table VI. The performance, in terms of correct decisions, is poor: 61%. This is due to the fact that DTW tries to find similar patterns regardless the speed or duration of the activity/movement. Walking and Running, for example have quite similar accelerometer patterns, while they differ in speed.

4) **Comparison between Classifiers:** The evaluation is done by using the following metrics: True Positive Rate (TPR), False Positive Rate (FPR), Precision (P), Recall (R), and F-Score (FS). They have been computed as reported in [48] and defined here for completeness.

For the $h$-th class, we define the correctness of a classification a the number of correctly recognized frames of such a class (true positives, $tp_h$), the number of correctly recognized frames that do not belong to the class (true negatives, $tn_h$) and the frames that either were incorrectly assigned to the class (false positives, $fp_h$) or that were not recognized as frames of such a class (false negatives, $fn_h$). Starting from this definitions, the aforementioned metrics are:

- **True Positive Rate (TPR):**

\[
TPR = \frac{1}{|Y|} \sum_{h=1}^{Y} t_{ph} \tag{27}
\]

- **False Positive Rate (FPR):**

\[
FPR = \frac{1}{|Y|} \sum_{h=1}^{Y} f_{ph} \tag{28}
\]

- **Precision (P):**

\[
P = \frac{1}{|Y|} \sum_{h=1}^{Y} \frac{t_{ph}}{t_{ph} + f_{ph}} \tag{29}
\]

- **Recall (R):**

\[
R = \frac{1}{|Y|} \sum_{h=1}^{Y} \frac{t_{ph}}{t_{ph} + f_{nh}} \tag{30}
\]

- **F-Score (FS):**

\[
FS = \frac{\beta^2 + 1) \cdot P \cdot R}{\beta^2 \cdot (P + R)} \tag{31}
\]

In this paper we considered $\beta = 2$.

As Table VII shows, the SVM OAO is the classifier which provides the best result. It has the highest $TPR$, $P$, $R$ and $FS$.
TABLE VIII: MR Confusion Matrix for the SVM-OAA classifier. $C = 1$, $\gamma = 0.1$. Overall Accuracy: 93.7%.

<table>
<thead>
<tr>
<th></th>
<th>AC</th>
<th>AP</th>
<th>AT</th>
<th>C</th>
<th>SW</th>
<th>SR</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC</td>
<td>97</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>AP</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>AT</td>
<td>0</td>
<td>30</td>
<td>97</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SW</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>70</td>
<td>0</td>
</tr>
<tr>
<td>SR</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100</td>
</tr>
</tbody>
</table>

TABLE IX: MR Confusion Matrix for the SVM-OAO classifier. $C = 1$, $\gamma = 0.1$. Overall Accuracy: 99.3%.

<table>
<thead>
<tr>
<th></th>
<th>AC</th>
<th>AP</th>
<th>AT</th>
<th>C</th>
<th>SW</th>
<th>SR</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>AP</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>AT</td>
<td>0</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SW</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>96</td>
<td>0</td>
</tr>
<tr>
<td>SR</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100</td>
</tr>
</tbody>
</table>

**FS.** At the same time it also presents the lowest FPR. This can be motivated by the fact that the OAO approach requires $|Y|(|Y|-1)$ different SVMs with respect to the OAA which only needs $|Y|$. The DT also exhibits a good performance with a TPR of 84% and a FPR lower than 4%.

Finally, the DTW algorithm is the one showing the worst results: TPR and FPR around 60% and 7%, respectively. These results find their explanation in the consideration that the DTW has been used for recognizing activities that are characterized by very similar movements and simply differ one from another in terms of the speed with which they are performed (for example, consider *Walking* with *Running* and *Stairs*). Moreover, the DTW algorithm is very sensitive to the phone orientation. For these reasons the DTW algorithm, for the AR case, often yields incorrect classifications.

C. Movement Recognition

Also in the MR case, the technique of 10-fold cross-validation has been used for testing all the considered approaches, except DTW, for the reason explained before.

1) SVM: we test the two SVM training approaches: One-Against-All (OAA) and One-Against-One (OAO).

   a) SVM-OAA: the OAA approach requires to train less SVMs, only 1 for each class. Therefore the overall performance is poorer with respect to the SVM-OAO although it is still good. The accuracy is 93.7%. This is due mainly by the Seaweed correct detections (70%) as shown by the CM reported in Table VIII.

   b) SVM-OAO: the OAO approach is more complex since 15 SVM classifiers had to be trained, one for each combination of 2 classes. This approach is the one that gives the best performance: the overall accuracy is 99.3%. It can be seen in Table IX reporting the CM. It only fails few times by labelling as *Arm Twist* the 4% of the *Seaweed* movements.

2) DT-C4.5: In this case, again after a tuning phase as done for the AR, the ConfidenceFactor has been set to 0.01 (as previously) and the MinNumberObj per leaf has been set to the 20% of the total number of instances. The performance is poorer than the SVM classifiers, the DT shows an overall accuracy of 76.8%. The classification results are summarized by the CM in Table X.

3) DTW: as previously said, it is not possible to use the 10-fold cross-validation to evaluate the DTW since it needs one Reference Sequence (RS) for each class. Therefore, as done for AR, for each class one instance has been selected as RS and all the other instances have been used for testing. The results of the tests have been reported in Table XI. The overall accuracy is good although it is still worse than the SVMs’.

TABLE X: MR Confusion Matrix for the DT classifier. $ConfidenceFactor=0.01$, $MinNumberObject=20\%$. Overall Accuracy: 76.8%.

<table>
<thead>
<tr>
<th></th>
<th>AC</th>
<th>AP</th>
<th>AT</th>
<th>C</th>
<th>SW</th>
<th>SR</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC</td>
<td>75.5</td>
<td>6.5</td>
<td>13</td>
<td>5.5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>AP</td>
<td>0</td>
<td>89</td>
<td>6</td>
<td>6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>AT</td>
<td>15.5</td>
<td>5</td>
<td>49</td>
<td>0</td>
<td>0</td>
<td>31</td>
</tr>
<tr>
<td>C</td>
<td>14</td>
<td>5</td>
<td>71</td>
<td>10</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SW</td>
<td>0</td>
<td>14</td>
<td>86</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SR</td>
<td>0</td>
<td>9.5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>90.5</td>
</tr>
</tbody>
</table>

4) Comparison between Classifiers: The evaluation is effectuated by using the same metrics: TPR, FPR, Precision (P), Recall (R), and F-Score (FS). Table XII shows that, again, the SVM is the classifier which provides the best result. It has the highest TPR, P, R and FS. As a consequence, it presents the lowest FPR. On the other hand, differently from the AR case, the DTW provides good results (with a TPR around 90%). This

TABLE XII: A comparison of classifiers proposed for MR.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>TPR</th>
<th>FPR</th>
<th>P</th>
<th>R</th>
<th>FS</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM-OAO</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C = 1$, $\gamma = 0.1$</td>
<td>99.33</td>
<td>0.13</td>
<td>99.36</td>
<td>99.33</td>
<td>99.35</td>
</tr>
<tr>
<td>SVM-OAA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C = 1$, $\gamma = 0.1$</td>
<td>94.54</td>
<td>1.20</td>
<td>95.09</td>
<td>94.00</td>
<td>94.54</td>
</tr>
<tr>
<td>C4.5 DT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$MinNumberObj = 10%$</td>
<td>76.83</td>
<td>4.68</td>
<td>77.09</td>
<td>76.58</td>
<td>76.84</td>
</tr>
<tr>
<td>$ConfidenceFactor = 0.1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DTW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$W = 50$</td>
<td>88.8</td>
<td>2.27</td>
<td>91.58</td>
<td>88.67</td>
<td>90.10</td>
</tr>
</tbody>
</table>
is due to the fact that every movement considered significantly differs from the other, so helping the algorithm having a better match between the accelerometer signals. DT shows the worst result.

D. Single Movement Fine Classification

ArmCircles (AC) class can be divided in ArmCirclesFront (ACF), in which the movement is performed forward, and in ArmCirclesBack (ACB) in which it is performed backward. Table XIII and Figure 1 report a performance comparison when these two classes are considered separated, with respect to SVM-OAO and DTW algorithms. Table XIII shows that the SVM-OAO classifier is not able to distinguish the movement orientation since ACB is always recognized. On the other hand, DTW can separate the two classes even if the performances are not so good. Figure 1 provides a more detailed analysis. The DTW exhibits a TPR around 70% while the SVM is 50%; the FPR is lower than 30% for the DTW while is again 50% for the SVM. Similar considerations also hold for Precision (P), Recall (R), and FS.

TABLE XIII: ACF and ACB accuracies comparison.
Percentages with SVM-OAO (left) and with DTW (right).

<table>
<thead>
<tr>
<th></th>
<th>ACF</th>
<th>ACF</th>
<th>ACF</th>
<th>ACF</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACF</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>ACF</td>
<td>40</td>
<td>60</td>
<td>2.28</td>
<td>97.72</td>
</tr>
</tbody>
</table>

In the same way, the ShouldersRolls (SR) class can be split in ShouldersRollsFront (SRF), forward movement, and in ShouldersRollsBack (SRB), backward movement. Table XIV and Figure 2 report a performance comparison when these two classes are considered separated, with respect to SVM and DTW algorithms. Similarly to the AC case, Table XIV shows that the SVM classifier cannot distinguish the movement orientation since SRF is always recognized. Again, DTW is able to separate the two classes even though some errors occur. Figure 2 exhibits a graphical analysis. The DTW shows a TPR around 80% while the SVM is 50%; the FPR is near to 20% for the DTW while is again 50% for the SVM. As already commented for the AC case, similar considerations also hold for Precision (P), Recall (R), and FS.

IX. Conclusions

In this paper, two recognition tasks have been considered: Activity Recognition (AR) and Movement Recognition (MR).

TABLE XIV: SRF and SRB accuracies comparison.
Percentages with SVM (table left) and with DTW (table right).

<table>
<thead>
<tr>
<th></th>
<th>SRF</th>
<th>SRF</th>
<th>SRF</th>
<th>SRF</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRF</td>
<td>100</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>SRB</td>
<td>47.82</td>
<td>52.17</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

AR detects if a patient is idle, still, walking, running, going up or down the stairs or cycling while MR allows recognizing specific movements often required for physical rehabilitation such as arm circles, arm presses, arm twist, curls, seaweed and shoulder rolls. Smartphones are the reference platforms. The considered accelerometer signal classification techniques are: two kind of Support Vector Machine (SVM) known as One-Against-All (OAA) and One-Against-One (OAO); a Decision Tree (DT) based on the C4.5 training algorithm; the Dynamic Time Warping (DTW) that, differently from the previously listed techniques, does not employ signal features but directly operates on the signal’s samples. The obtained results allow concluding that AR and MR functions can be successfully implemented over smartphones. In particular, the SVM-OAO exhibits the best accuracy in the AR case (91%) and in the MR case (99%). A further interesting conclusion, regarding MR, concerns the cases in which it could be necessary distinguish among ArmCircleFront and ArmCircleBack or ShoulderRollsFront and ShoulderRollsBack: SVM classifiers are not able to provide good results while DTW performs better. It means that fine classifications of the considered movements may need joint implementations of the two methods.
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